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Abstract

We propose a novel attention-based framework for 3D
human pose estimation from a monocular video. Despite
the general success of end-to-end deep learning paradigms,
our approach is based on two key observations: (1) tem-
poral incoherence and jitter are often yielded from a sin-
gle frame prediction; (2) error rate can be remarkably re-
duced by increasing the receptive field in a video. Therefore,
we design an attentional mechanism to adaptively identify
significant frames and tensor outputs from each deep neu-
ral net layer, leading to a more optimal estimation. To
achieve large temporal receptive fields, multi-scale dilated
convolutions are employed to model long-range dependen-
cies among frames. The architecture is straightforward to
implement and can be flexibly adopted for real-time ap-
plications. Any off-the-shelf 2D pose estimation system,
e.g. Mocap libraries, can be easily integrated in an ad-
hoc fashion. We both quantitatively and qualitatively eval-
uate our method on various standard benchmark datasets
(e.g. Human3.6M, HumanEva). Our method consider-
ably outperforms all the state-of-the-art algorithms up to
8% error reduction (average mean per joint position er-
ror: 34.7) as compared to the best-reported results. Code
is available at: (https://github.com/lrxjason/
Attention3DHumanPose)

1. Introduction

Articulated 3D human pose estimation is a classic vision
task enabling numerous applications from activity recog-
nition to human-robot interaction. Traditional approaches
often use specialized devices under highly controlled envi-
ronments, such as multi-view capture [1], marker systems
[26] and multi-modal sensing [32], which requires a labori-
ous setup process that limits their practical uses. This work
focuses on 3D pose estimation from an arbitrary monocu-
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Figure 1: Comparison results: Top: side-by-side views of
motion retargeting results on a 3D avatar; the source is from
frame 857 of walking S9 and frame 475 of posing S9 in
Human3.6M. Bottom: the average joint error comparison
across all the frames of the video walking S9 [19, 35].

lar video, which is challenging due to the high-dimensional
variability and nonlinearity of human dynamics. Recent
efforts of using deep architectures have significantly ad-
vanced the state-of-the-art in 3D pose reasoning [41, 29].
The end-to-end learning process alleviates the need of using
tailor-made features or spatial constraints, thereby minimiz-
ing the characteristic errors such as double-counting image
evidence [15].

In this work, we aim to utilize an attention model to fur-
ther improve the accuracy among existing deep networks
while preserving natural temporal coherence in videos. The
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concept of “attention” is to learn optimized global align-
ment between pairwise data and has gained recent suc-
cess in the integration with deep networks for processing
mono/multi-modal data, such as text-to-speech matching
[12] or neural machine translation [3]. To the best of our
knowledge, our work is the first to use the attention mech-
anism in the domain of 3D pose estimation to selectively
identify important tensor through-puts across neural net lay-
ers to reach an optimal inference.

While vast and powerful deep models on 3D pose pre-
diction are emerging (from convolutional neural network
(CNN) [34, , 22] to generative adversarial networks
(GAN) [43, 10]), many of these approaches focus on a sin-
gle image inference, which is inclined to jittery motion or
inexact body configuration. To resolve this, temporal in-
formation is taken into account for better motion consis-
tency. Existing works can be generally classified into two
categories: direct 3D estimation and 2D-to-3D estimation
[50, 9]. The former explores the possibility of jointly ex-
tracting both 2D and 3D poses in a holistic manner [34, 42];
while the latter decouples the estimation into two steps:
2D body part detection and 3D correspondence inference
[8, 5, 50]. We refer readers to the recent survey for more
details of their respective advantages [27].

Our approach falls under the category of 2D-to-3D es-
timation with two key contributions: (a) developing a sys-
tematic approach to design and train of attention models for
3D pose estimation and (b) learning implicit dependencies
in large temporal receptive fields using multi-scale dilated
convolutions. Experimental evaluations show that the re-
sulting system can reach almost the same level of estima-
tion accuracy under both causal or non-causal conditions,
making it very attractive for real-time or consumer-level ap-
plications. To date, state-of-the-art results on video-based
2D-to-3D estimation can be achieved by a semi-supervised
approach [35] or a layer normalized LSTM approach [19].
Our model can further improve the performance in both
quantitative accuracy and qualitative evaluation. Figure 1
shows an example result from Human3.6M measured by
the Mean Per Joint Position Error (MPJPE). To visually
demonstrate the significance of the improvement, anima-
tion retargeting is applied to a 3D avatar by synthesizing the
captured motion from the same frame of the Walking S9 and
posing S9 sequences. From the side-by-side comparisons,
one can easily see the differences of the rendered results
against the ground truth. Specifically, the shadows of the
legs and the right hand are rendered differently due to the er-
roneous pose estimated, while ours stay more aligned with
the ground truth. The histogram on the bottom demonstrates
the MPJPE error reduction on individual joints. More ex-
tensive evaluation can be found in our supplementary mate-
rials.

2. Related Works

Articulated pose estimation from a video has been stud-
ied for decades. Early works relied on graphical or re-
strictive models to account for the high degree of freedom
and dependencies among body parts, such as tree-structures
[2, 1, 44] or pictorial structures [2]. These methods often in-
troduced a large number of parameters that required careful
and manual tuning using techniques such as piecewise ap-
proximation. With the rise of convolutional neural networks
(CNNs) [34, 38], automated feature learning disentangles
the dependencies among output variables and surpasses the
performance of tailor-made solvers. For example, Tekin et
al. trained an auto-encoder to project 3D joints to a high di-
mensional space to enforce structural constraints [40]. Park
et al. estimated the 3D pose by propagating 2D classifica-
tion results to 3D pose regressors inside a neural network
[33]. A kinematic object model was introduced to guaran-
tee the geometric validity of the estimated body parts [49].
A comprehensive list on CNNs-based systems can be found
in the survey [38].

Our contribution to this rich body of works lies in the in-
troduction of attention mechanism that can further improve
the estimation accuracy on traditional convolutional net-
works. Prior work on attention in deep learning (DL) mostly
addresses long short-term memory networks (LSTMs) [18].
For example, a LSTM encodes context within a sentence
to form attention-based word representations that boost the
word-alignment between two sentences [36]. A similar at-
tentional mechanism was successfully applied to improve
the task of neural machine translation by jointly translating
and aligning words [3]. Given the success in the language
domain, we utilize the attention model for visual data com-
puting through training a temporal convolutional network
(TCN) [45].

Compared to LSTMs, TCNs have the advantage of effi-
cient memory usage without storing a large number of pa-
rameters introduced by the gates of LSTMs [31, 4]. In ad-
dition, TCNs enable parallel processing on the input frames
instead of sequentially loading them into memory [19],
where an estimation failure on one frame might affect the
subsequent ones. Our work bears some similarity to the
semi-supervised approach that uses a voting mechanism to
select important frames [35]. But ours has three distinct
features: first, instead of selectively choosing a subset of
frames for estimation, our approach systematically assign a
weight distribution to frames, all of which might contribute
to the inference. Furthermore, our attention model enables
automated weight assignment to all the network tensors and
their internal channels that significantly improve the accu-
racy. Last but not least, our dilation model aims at enhanc-
ing the temporal consinstency with large receptive field,
while the semi-supervised approach focuses on speeding up
the computation by reusing pre-processed frames [35].






