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Abstract

We describea systemfor analyzinghumandriver alert-
ness. It relies on optical �ow and color predicatesto
robustly track a person's headand facial features. Our
systemclassi�es rotation in all viewing directions,detects
eye/mouthocclusion,detectseyeblinking, andrecovers the
3D gazeof theeyes.We showresultsanddiscusshowthis
systemcanbeusedfor monitoringdriver alertness.

1. Intr oduction

A systemfor classifyingheadmovementswouldbeuse-
ful in warningdriverswhenthey fell asleep.Also, it could
beusedto gatherstatisticsaboutadriver'sgaze.

We describea framework for analyzingmoviesof driv-
ing anddeterminingwhenthedriver is notpayingadequate
attentionto theroad.We usea singlecameraplacedon the
cardashboard.We focuson rotationof theheadandblink-
ing, two importantcuesfor determiningdriveralertness.

Ourheadtrackerconsistsof trackingthelip corners,eye
centers,and sidesof face. Automatic initialization of all
featuresis achievedusingcolorpredicates[5] andconnected
componentalgorithms.

Occlusionof theeyesandmouthoftenoccurswhenthe
headrotatesor theeyesclose,sooursystemtracksthrough
suchocclusionand can automaticallyreinitialize when it
mis-tracks.We implementblink detectionanddemonstrate
thatwecanobtain3-D directionof gazefrom asinglecam-
era. Thesecomponentsallow us to classifyrotationin all
viewing directionsanddetectblinking, which, in turn, are
necessarycomponentsfor monitoringdriveralertness.

First, we describepreviouswork andthendescribeour
systemin detail. We then presentresults,discussdriver
alertness,andconclude.

1.1. PreviousWork

Work on driver alertness[3] [4] [7] [8] [9] [10], to our
knowledge,hasnotyet led to asystemthatworksin amov-
ing vehicle. The mostrecentof these[3], did not present
any methodsto acquirethe driver's state. Further their

methodrelieson LEDs, andusesmultiple camerasto es-
timate facial orientation. A moving vehiclepresentsnew
challengeslikevariablelightingandchangingbackgrounds.
The �rst stepin analyzingdriver alertnessis to track the
head.Severalresearchershaveworkedonheadtracking[6]
[2], andthevariousmethodseachhave theirprosandcons.

1.2. Input Data

Themovieswereacquiredusinga videocameraplaced
onthecardashboard.ThesystemrunsonanUltraSparcus-
ing 320x240size imageswith 30 fps video. Two drivers
were tested under different daylight conditions ranging
from broaddaylightto parkinggarages.Somemovieswere
takenin moving vehiclesandothersin stationaryvehicles.

1.3. Parts Usedfr om Other Research

A color predicatewasoriginally developedby Kjeldsen
et al. [5]. The idea,there,is to manuallymarksubsetsof
theRGBcolorspacethatthealgorithmshouldrecognizein
futuretestimages.

Anandan'soptical�o w algorithm[1] producesaf�ne op-
tical �o w. It computestheglobalmotionof a scene.

2. The Algorithm

Hereis anoverview of ouralgorithm.
1. Automatically initialize lips with color predicate and

connectedcomponents
2. Automatically initialize eyes using color predicate and

connectedcomponents
3. Tracklip cornerswith darkline andcolorpredicates
4. Trackeyeswith af�ne optical�o w andcolorpredicates
5. Constructaboundingboxof headusingcolorpredicate
6. Determine rotation using distancebetweeneye and lip

featurepointsandsidesof face
7. Determineblinking andeyedisappearanceusingthenumber

andintensityof pixelsin eye region
8. Reconstruct3D gazeusingconstantprojectionassumptions
9. Make inferencesregardingdriver's stateusingrotationand

eyeocclusioninformation
10. Decide,usingrotationanddistanceconstraints,if eye or lip

trackingneedsreinitialization
11. Repeatfrom step3 for next frame



2.1. Initializing Lip and EyeFeaturePoints

2.1.1. Automatic Lip Initialization

A colorpredicatewasgeneratedusing7 imagesof people's
lips. A few of thetrainingimagestogetherwith theirmanu-
ally drawnlip regionsandautomaticallyselectedlip colored
pixelsby thecolorpredicateareshown in Fig 1.

Figure 1. lip color predicate training.

Thereasonfor thesaltandpeppernoisethroughoutthe
image is that backgroundshave lip-lik e colors in them.
Also, partsof the faceswere lip coloreddue to lighting
conditions.Fig 2 shows theresultsof runningthelip color
predicateon non-trainingimages. After obtainingthis lip

Figure 2. color predicate nontrained images.

image,we apply a connectedcomponentalgorithm to it,
andthebiggestlip coloredregionis identi�ed asthemouth.
We computeedgesof this mouthregion anddeclarethese
asthelip corners.Theinitializationdoesnot needpinpoint
accuracy asthelip trackeritselfwill overcomeinaccuracies.
Fig 3 showstheresultsof automaticlip initializationon the
previouslyshown input images.

2.1.2. Automatic Eye Initialization

Automatic eye initialization usesskin color predicatesas
well, thoughin a differentway. Fig 4 shows input images,
manuallyselectedskin regions,andtheoutputof thecolor
predicateprogramontrainingimages.

Figure 3. Output of automatic lip initialization

Figure 4. skin color predicate training

Figure 5. skin found in nontrained images

Fig 5 shows outputof the skin color predicateon non-
trainingimages.Sinceeyesarenot skin, they alwaysshow
up asholes.Hence,we �nd connectedcomponentsof non-
skinpixelsto �nd theeye holes.We �nd thetwo holesthat
areabove the previously found lip region, andthat satisfy
the following size criteria for eyes. Sinceour dashboard
camerais at a �x eddistancefrom theface,we estimatethe
relativesizeof eyesto bebetween15and800pixels.For all
imageswe tested(severalhundred),we foundthesecriteria
to bereliable.Fig 6 shows resultsof automaticeye andlip
initializationfrom variousdatasets.

2.2. Lip Tracking

We have a multi-stagelip tracker. The �rst stageis the
mostaccuratebut unstable.Thesecondstageis not asac-
curatebut morestable. The third stageis coarsebut very
stable.We usethe�rst stageestimate,if it is correct.If not



Figure 6. automatic eye and lip initialization

we take the secondstageestimate.If both stagesfail, we
take thethird stageestimateasthelip corners.

For the�rst stage,weautomatically�nd thedarkline be-
tweenthelips, shown in Fig 7 asa white line. We compute
thisdarkline asfollows. We �nd thecenterof thelips from
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# andfor eachside
of the mouthwe startexaminingeachpixel outward from
the lip center. For eachpixel, we considera vertical line
and �nd the darkest pixel, $&%
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+ , on this vertical
line. Thedarkestpixel will generallybea pixel on thedark
line betweenthelips. We do this for 35 subsequentpixels,
which is why the mouth line extendsbeyond the sidesof
themouth. To determinewherethe lip cornersarewe ob-
tain ,.-�/1032 4
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eachpixel; this is becausewe want a pixel that is closeto
thepreviouslip corner, but if it is too bright, thenit cannot
bethe lip corner. The functionmaximumis the lip corner.
If this estimateis too far from the previous lip corner, we
run thesecondstageof ouralgorithm,describednext.

Figure 7. Examples of dark line between lips

Herewe usea strictercolor constraint.With thedarkest
line found, we selectthe pixel closestto the previous lip
cornerthathaslip coloredpixelsaboveandbelow it.

If thesecondstagefails thenwe employ thethird stage,
which is simply reinitializationof thesystem,asdescribed
above in section2.1.1, within the most recentlip region.
In this way we have a methodautomaticallyableto correct
itself when the tracking is lost due to occlusion. In sub-
sequentframesthe previous lip trackingstepswill resume
controlandregaintheexactpositionof thelip corners.

Thereasonfor ourhierarchicallip trackeris thatlargero-
tation,occlusion,or rapidlychanginglighting breaksdown
the accurate(�rst)stage. The two other stagesare more
coarse,but they aremorerobust. Fig 8 shows the output
of thelip tracker for a varietyof images.

Figure 8. lip tracker for a variety of sequences

2.3. EyeTracking

We have a multi-stageeye tracker with similar con-
straintsto the multi-stagelip tracker. For the �rst stage,
we go to the eye centerin the previousframeand�nd the
centerof massof theeye region pixels. Thenwe searcha

DFEGD

window aroundthe centerof massandlook for the
darkestpixel, which correspondsto the pupil. If this esti-
mateproducesa new eye centercloseto the previous eye
centerthenwe take thismeasurement.

If this stagefails, we run the secondstage,wherewe
searchawindow aroundtheeyesandanalyzethelikelihood
of eachnon-skinconnectedregion beinganeye. We limit
thesearchspaceto a H
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window aroundtheeye. We�nd
theslantof theline betweenthelip corners.Theeyecenters
weselectarethecentroidsthathavetheclosestslantto that
of the lip corners.Still, this methodby itself canget lost
afterocclusion.For simplicity in our description,we refer
to thesetwo stagestogetherastheeyeblackholetracker.

Thethird stage,which we call theaf�ne tracker, runsin
parallelwith the�rst two stages.Sinceautomaticinitializa-
tion yields the eye centers,we constructwindows around
them, and then in subsequentframes,considera second
window centeredaroundthe samepoint. We computethe
af�ne transformationbetweenthewindowedsubimagesand
then,sincewe know the eye centerin the previous frame,
we warpthesubimageof thecurrentframeto �nd thenew
eyecenter. Thus,wehavetwo estimatesfor theeyecenters,
onefrom theeyeblackholetrackerandonefrom theaf�ne
tracker. Whenthereis rotationor occlusionor whentheeye
blackholetrackerproducesanestimatethatis too faraway
from thepreviousframe,weusetheaf�ne trackersolely. In
all othercaseswe take anaverageof thetwo trackersto be
theeyecenter. Later, wediscusshow wedetectrotation.



WeuseAnandan'salgorithmto computetheaf�ne trans-
formation. It is less likely to breakdown during heavy
occlusion. The af�ne tracker is not asaccurateasthe eye
blackholetracker, becauseof theinterpolationin warping,
which is why wedon't useit exclusively unlessasa lastre-
sort.Figs9 and10show someresultsof theeyeandmouth
tracker in variousimagesfrom thedatasets.

Figure 9. whole head tracker

Sometimes,after occlusion,the eye tracker mis-tracks.
To compensate,whenever the distancebetweenthe eyes
getsto morethan 4

� M (whereM is horizontalimagesize),
we reinitializetheeyes. This criteriawasadoptedbecause
we know boththelocationof thecamerain thecarandthe
approximatesizeof thehead.We alsoreinitializetheeyes
whenthethelips reappearaftercompleteocclusion,which
wedeterminewhenthenumberof lip pixelsin thelip region
dropsbelow � ve pixelsandcomesback.Thereasoningbe-
ing that if thelips arefully occluded,thentheeyeswill not
bevisible,sowhenthey reappearweshouldreinitialize.

This eye tracker is very robust; it tracks successfully
throughocclusionandblinking in ourexperiments.Further,
it is not affectedby a moving background,andit hasbeen
veri�ed to trackcontinuouslyonsequencesof 400frames.

2.4. Bounding Box of Face

We can determineface rotation if we have the face's
boundingbox. To �nd this box, we startat the centerof
theheadregion,whichis computedusingtheaverageof the

Figure 10. head tracker with eye occ lusion

eyecentersandlip corners.Wecandothisbecausethecen-
ter of the headis approximatelylocatedin betweenthese
four featurepoints. We couldhave founda moreaccurate
centroidof the head,but only a roughestimateis needed
here.Thenfor eachsideof theface,we startour searchat
a constantdistancefrom thecenterof faceandlook inward
�nding the�rst consecutive� vepixelsthatareall skin. Us-
ing � ve pixels,protectsus from selectingthe �rst spurious
skinpixel. This approachgivesanacceptablefacecontour.
We show eachsideof the faceasa straightline, produced
from anaverageof all thepositionsfor that(curved)sideof
thefacein Fig 11,alongwith thetrackedeyesandmouth.

Figure 11. face trace with head tracker



2.5. Occlusion,Rotation, and Blinking

Oftenthedriver blinks or rotatesthehead,soocclusion
of theeyesor lips occurs,whichweneedto detect.To clar-
ify: our tracker is ableto trackthroughmostocclusion,but
it doesnot recognizethatocclusion(from rotationor blink-
ing)occurred.Fordriveralertness,weneedtodevelopalgo-
rithmsto modelocclusionsothatwe canidentify theseac-
tivities. Ourocclusionmodeldealswith rotationandblink-
ing, importantfactorsfor driveralertness.

Becauseof foreshortening,when rotation occurs,de-
pendingon which directionrotationis occuringin, thedis-
tancebetweenthe featurepointsandsidesof facewill in-
creaseor decrease.So,in eachframewe computethedis-
tancefrom thesidesandtop of the faceto theeye centers.
We alsocomputethe distancefrom the sideof facefrom
themouthcorners.Wetakethederivativeof thesemeasure-
mentsover time andwhen thereis consistentdecreaseor
increasein the distance,this indicatesrotation. Formally,
whenmorethanhalf of thedistancesof a particularfeature
point indicaterotationin thesamedirection,thenthis fea-
turepoint is assumedto beinvolvedin headrotation.Fig 11
showshow thedistancebetweenthefacesidesandeyeand
mouthfeaturepointsincreaseanddecreaseduringrotation.

Next, a voting systemis constructedwhereeachfeature
point predictsthedirectionof rotation.Whenhalf or more
of the featurepointsdetectrotation,thenwe declarerota-
tion in this particulardirection. Eachfeaturepoint canbe
involved in rotationalongcombinationsof directions,but
somecasesare mutually exclusive(e.g. simultaneousleft
and right rotation). We have veri�ed that the systemcan
detectrotationalongcombineddirections(e.g.upandleft).
By consideringthedistancefrom thesidesandtop of head
wecandiscriminaterotationfrom translationof thehead.

Fig12showstheoutputof thewholeheadtrackerinclud-
ing rotationanalysismessages,automaticallydisplayedby
thesystem.Next, we presenta methodto determinewhen
blinking occurs.

We have two methodsto eye occlusiondetection. The
�rst methodcomputesthelikelihoodof rotationalocclusion
of theeyes.To determineocclusionof theeyeswe look for
thenumberof skin pixels in theeye region, andwhenthis
increasesto morethan
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��� , whereS is the sizeof the eye
region,thenweassumerotationalocclusionis occuring.We
know the sizeof the eye region becausewe have the non-
skin region from theskin color predicate.Thereasonwhy
wedonot just announcerotationalocclusionwhenrotation
occursis that rotationis not a suf�cient conditionto infer
eyeocclusion.Duringsmallrotation,botheyeswill still be
visible. Our methodworks well in rotationalocclusionof
theeyes.

Thenext methodcomputesthelikelihoodof theeyesbe-
ing closed(blinking). Thismethodrelieson thesimplefact

Figure 12. head tracker rotation messages

that the eyescontaineye whites. In eachframeaslong as
thereareeye-whitepixelsin theeye regionthenweassume
that theeyesareopen. If not, thenwe assumeblinking in
theparticulareye is occuring.To determinewhatis consid-
eredeye-whitecolor, in the�rst frameof eachsequencewe
�nd the brightestpixel in the eye region. This allows the
blink methodto adaptto variouslighting conditions.

For the above eye occlusiondetection,eacheye is in-
dependentof the other. Now we are able to distinguish
betweenrotational occlusionof eyes and the eyes clos-
ing(blinking). Thesemethodsgive very goodresults. Fig
14 shows someof theresultsfrom blink detectionfor both
shortblinksandlongeyeclosures.



2.6. Reconstructing3D GazeDir ection

Theproblemof 3D reconstructionis a dif�cult one.Al-
ready, we have determinedrotation information and now
we provide a solutionto 3D gazetrackingproblemwith a
singlecamera.The reasonwe cando this is that we only
needthe directionof the gaze. For all practicalpurposes,
the gazecould go on throughthe windshield. By making
thisassumptionweeliminatetheneedto know thedistance
from theheadto thecamera.Also, if we assumethathead
sizeis relatively constantbetweenpeoplethenwe have all
the informationwe need. Sincewe only want the direc-
tion of gaze,weneedthex,y locationsof theeyesandback
of head. With this information,we canconstructthe line
which passesthroughall the z coordinates.We know the
eyelocations,soif wecan�nd thebackof thehead,thenwe
canreconstructthegaze.Wehavefoundthroughourexper-
imentationthatwhenrotationoccurs,thebackof thehead
canbe approximatedwell by the averageof the two eyes
subtractedfrom its distancefrom thecenterof theheadin
the �rst frame. This assumptionis valid becausewhenro-
tationoccurs,theaveragepositionof thetwo eyesmovesin
theoppositedirectionto thebackof thehead.Whenhead
translationoccurs,weaddthetranslationof theaveragepo-
sitionof theeyesto theoriginalbackof thehead.Thisgives
us the relative locationof the backof the head(relative to
the�rst frame). Sincewe have thex,y locationof theeyes
andthe backof the head,we candraw lines in xyz space
showing thedirectionof thegaze.Thismethodallowsusto
derive thegazedirection.

Fig 13 shows someresultsfrom acquiring3D gazein-
formation.The�rst two picturesaretheinputpictures.The
next two �gures arethegraphical3D representationof the
scenefrom they,z plane(with thex axiscomingout of the
page).The lowest�gure wasjust oneof thepicturesfrom
the sequencewhich shows that the headmovesup in this
picturewith norotation.This is animportantcomponentof
thesystembecausenow it is possibleto generatestatistics
of wherethedriver'sgazeis.

Thesystemis notfoolproof.Givenalow-lightingpicture
themethodof headtrackingwould breakdown. However,
we have testedour programon twelve sequencesranging
from 30-400frames,andthesystemappearsto bevery ro-
bustandstable.

3. Dri ver Alertness

In this sectionwe proposeideasabouthow to useour
systemto acquirethedriver'sstate.

Whenthe driver is looking away for too long, thenwe
warnthat thedriver's alertnessis too low. Similarly, when
thedriver'seyesareoccluded(eitherfrom blinking or rota-
tion occlusion),for too longwewarnthatthedriver'salert-

Figure 13. Acquiring 3D inf o

nessis too low. More of a rigorousanalysison thephysi-
ology of sleepbehaviors is necessarybeforeaccuratelyde-
terminingwhena driver hasfallenasleep.For our system
however, we areableto determinea basicsetof criteriato
determinedrivervigilance.We cando thefollowing. Since
we know whenthedriver's eyesareclosedwe assumethe
driver hasa low vigilancelevel if the eyesareclosedfor
morethan40/60frames.In eachframewealwaysknow the
numberof lip pixelsin theimage.Sowecanthresholdthis
number, andwhenever therearetoo few lip pixelswe will
assumethat theheadis heavily rotated.We canthenprint
that thedriver's vigilancelevel is too low. However, since
it is naturalfor a driver to look left andright we will only
print a driver inalertnessmessageif theheavy lip occlusion
occursfor morethan10/20frames.Finally for generalro-
tation that doesnot completelyoccludethe eyes,we will
not give driver inalertnesswarningsunlessthe rotation is
prolonged.

Again,it is notour intentionto delveinto thephysiology
of driver alertnessat this time. We aremerelydemonstrat-
ing thatwith our framework, it is possibleto collectdriver
informationandbegin to make inferencesasto whetherthe
driver is alertor not.

4. Summary and Future Dir ections

We presenteda methodto track the head,using color
predicatesto �nd thelips,eyes,andsidesof theface.It was



testedundervaryingdaylightconditionswith goodsuccess.
We computeeye blinking, occlusioninformation,androta-
tion informationto determinethedriver'salertnesslevel.

Therearemany futuredirectionsfor driveralertness.For
aircraftsandtrains,thesystemcouldmonitorheadmotions
in generalandtrackvehicleoperatoralertness.

As we canrecognizeall gazedirections,we could de-
velop a larger vocabulary and classify checkingleft/right
blind spots,lookingat rearview mirror, checkingsidemir-
rors,lookingattheradio/speedometercontrols,andlooking
ahead.Also we couldrecognizeyawning. Otherimprove-
mentscouldbecopingwith handsoccludingtheface,drink-
ing coffee,conversation,or eyewear.

References

[1] J.R.Bergen,P. Anandan,K. Hanna,R.Hingorani.“Hierarchi-
cal Model-BasedMotion Estimation.” Procs.ECCV, pp. 237-
252,1992.

[2] A.GeeandR. Cipolla.“DeterminingtheGazeof Facesin Im-
ages.” ImageandVisionComputing,30:639-647,1994.

[3] QiangJi andGeorgeBebis“VisualCuesExtractionfor Mon-
itoring Driver's Vigilance.” Procs.HondaSymposium,pp.48-
55,1999.

[4] M.K. et al. “Developmentof a DrowsinessWarningSystem.”
11thInternationalConferenceon EnhancedSafetyof Vehicle,
Munich,1994.

[5] Rick KjedlsenandJohnKender“Finding Skin in Color Im-
ages.” FaceandGestureRecognition,pp.312-317,1996.

[6] C. Morimoto,D. Koons,A. Amir, M. Flickner. “Realtimede-
tectionof eyesandfaces.” WorkshoponPerceptualUserInter-
faces,pp.117-120,1998.

[7] R. Onken. “Daisy, an Adaptive Knowledge-BasedDriver
Monitoring andWarningSystem.” Procs.VehicleNavigation
andInformationSystemsConference,pp.3-10,1994.

[8] H. Ueno, M. Kaneda,and M. Tsukino. “Developmentof
DrowsinessDetectionSystem.” Procs.VehicleNavigationand
InformationSystemsConference,pp.15-20,1994.

[9] Wierville. “Overview of ResearchonDriverDrowsinessDef-
inition and Driver DrowsinessDetection.” 11th International
Conferenceon EnhancedSafetyof Vehicles,Munich1994.

[10] K. YammamotoandS.Higuchi.“Developmentof aDrowsi-
nessWarningSystem.” Journalof SAEJapan,46(9),1992.

Figure 14. Blink detection with head tracker


