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Deep learning has achieved remarkable breakthroughs in various domains, including computer vision, natural language processing, and speech recognition. However, as deep learning models continue to grow in complexity and size, there is an increasing need to address the challenges of efficiency and scalability. Reducing the computational requirements, memory footprint, and energy consumption of deep learning models has profound implications for the deployment of intelligent systems on resource-constrained devices such as smartphones, wearables, and IoT devices.

This dissertation focuses on developing new representation learning methods to improve the efficiency and effectiveness of deep neural networks. The works proposed in this dissertation improve the efficiency of representation learning from multiple perspectives, such as training efficiency, inference efficiency and data efficiency. The methods also improve the performance, robustness and scalability of deep neural networks. The algorithms developed in this dissertation have been applied to various tasks and domains, including image classification, object detection, instance segmentation, video action recognition and action detection. The proposed methods largely reduce the computational cost of traditional deep neural networks while maintaining competitive performance with state-of-the-art models.
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Deep learning has demonstrated promising performance over various visual perception tasks including image classification, object detection, semantic segmentation and action recognition. However, deep neural networks are usually over-parameterized. They need to be trained on large-scale dataset and the training can take hundreds of GPU hours. During inference, large neural networks are also hard to be deployed on edge devices such as mobile phones and drones due to large memory cost and high computation complexity. In this dissertation, we propose methods to improve the efficiency of deep learning methods from multiple perspectives such as training efficiency, inference efficiency and data efficiency. Besides improving the model efficiency, our proposed methods also help deep neural networks learn better representations, which translates to better performance on various downstream tasks.

We first propose a new method to train an adaptive neural network that can run at different computation complexities during inference time. We highlight the importance of simultaneously considering network width and input resolution for efficient network design. The proposed method mutually learns from different network widths and input resolutions and enables one model to meet different resource budgets during inference. Our method outperforms traditionally neural networks on various tasks under different model complexities. It also bears the benefits of training and deploying only one model. Next, we extend this method to video understanding. Video understanding requires both spatial modeling and temporal modeling. Previous works proposed to process spatial and temporal dimensions asymmetrically for better performance and efficiency. Accordingly, we asymmetrically sample subnetworks, input resolutions and frames to do mutual training. After training, the adaptive network can run at different widths, resolutions and number of frames. We demonstrate its effectiveness and efficiency on multiple video understanding tasks including video recognition and action detection. Based on the adaptive mutual learning framework, we propose a new representation learning method for deep neural networks. Our idea is that a well-generalized network should provide consistent predictions for the same image with different augmentations, both for its sub-networks and for the network as a whole. Our method samples different sub-networks during training, feeds them with differently augmented samples, and pulls close their predictions. Our method demonstrates better performance than other state-of-the-art regularization and data augmentation methods on various network backbones and tasks. The improvement is more significant when labeled data is limited.

Besides learning methods, we also explore efficient neural architecture search methods to discover new architectures efficiently. Recent works have proposed training-free NAS metrics to accelerate the search process. However, we show that recent training-free NAS metrics are not fairly evaluated. Their performance is no better than the trivial number-of-parameter metric while being much more complicated to compute. Based on our observations, we proposed a new efficient training-based NAS method which outperforms previous methods with significantly smaller search cost. Our method is also more robust to different search spaces.

Finally, with the recent advancement in image foundation models, we propose an efficient finetuning method to adapt recent large-scale image foundation models to video understanding. Our proposed method freezes the pre-trained image model and only introduces few light-weight Adapters to tune the model. The proposed method largely saves the training cost of video models and achieves even better performance than traditional full finetuning. It also brings the benefit of data efficiency compared to full finetuning.
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