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Abstract—This work presents a novel method of exploring human brain-visual representations, with a view towards replicating these processes in machines. The core idea is to learn plausible computational and biological representations by correlating human neural activity and natural images. Thus, we first propose a model, EEG-ChannelNet, to learn a brain manifold for EEG classification. After verifying that visual information can be extracted from EEG data, we introduce a multimodal approach that uses deep image and EEG encoders, trained in a siamese configuration, for learning a joint manifold that maximizes a compatibility measure between visual features and brain representations.

We then carry out image classification and saliency detection on the learned manifold. Performance analyses show that our approach satisfactorily decodes visual information from neural signals. This, in turn, can be used to effectively supervise the training of deep learning models, as demonstrated by the high performance of image classification and saliency detection on out-of-training classes.

The obtained results show that the learned brain-visual features lead to improved performance and simultaneously bring deep models more in line with cognitive neuroscience work related to visual perception and attention.

1 Introduction

HUMAN visual capabilities are nearly rivaled by artificial systems, mainly thanks to the recent advances in deep learning. Indeed, deep feedforward and recurrent neural networks, loosely inspired by the primate visual system, have led to a significant boost in performance of computer vision, natural language processing, speech recognition and game playing. In addition to the significant performance gain in such tasks, the representations learned by deep computational models appear to be highly correlated with brain representations. For example, correlations can be found between brain representations in the visual pathway and the hierarchical structures of layers in deep neural networks (DNNs) [1], [2]. These findings have paved the way for multidisciplinary efforts involving cognitive neuroscientists and artificial intelligence researchers, with the aim of reverse-engineering the human mind and its adaptive capabilities [3], [4], [5], [6]. Nevertheless, this multidisciplinary field is still in its infancy. Indeed, the existing computational neural models loosely emulate computations and connections of biological neurons, but they often ignore feedforward and feedback neural interactions. For example, visual recognition in humans appears to be mitigated by a multi-level aggregation of information being processed forward and backward across cortical brain regions [7], [8], [9], [10]. Recent approaches [11], inspired by the hierarchical predictive coding in neuroscience [12], [13], have attempted to encode such additional information into computational models by proposing recurrent neural networks with feedforward, feedback, and recurrent connections. These models have shown promising performance in visual classification tasks and demonstrate that understanding the human brain in more detail may allow us to transfer that knowledge to engineering models to create better machines. Clearly, before human level classification performance can be transferred to computational models, it is first necessary to better understand the human visual system. To accomplish this, we intend to correlate neural activity data recorded from human subjects while performing specific tasks with our computational models developed to complete the same task. By investigating the learned computational representations and how they correlate with neural activity over time, it is possible to infer, analyze and eventually replicate complex brain processes in machines.

In this paper, we first propose a model to learn neural representations by classifying brain responses to natural images. Then, we introduce a multimodal approach based on deep learning EEG and image encoders, trained in a siamese configuration. Given EEG brain activity data from several human subjects performing visual categorization of still images, our multimodal approach learns a joint brain-visual embedding and finds similarities between brain representations and visual features. The embedding is then used to perform image classification, saliency detection, and to hypothesize possible representations generated in the human brain for visual scene analysis.

In particular, this paper demonstrates that a) neural activity data can be used to provide richer supervision to deep learning models, resulting in visual classification and saliency detection methods aligned with human neural data; b) joint artificial intelligence and cognitive neuroscience efforts may lead to uncover neural processes involved in human visual perception by maximizing the similarity of deep models with human neural responses. Indeed, we propose a method to extract visual saliency (and its evolution over time), as
well as to localize the cortical region producing such information; and c) there is potential similarity between computational representations and brain processes, providing interesting insights about consistency between biological and deep learning models.

Summarizing, the proposed approach to learn and correlate brain processes to visual cues, both in time and space, results in a twofold contribution:

- **Artificial Intelligence.** We introduce new models for decoding EEG signals related to visual tasks with state-of-the-art performance and in a biologically-plausible way. Moreover, our approach allows to automatically identify computational features that consistently match human neural activity, representing a new direction to help explain AI models.

- **Cognitive Neuroscience.** Our approach is a step forward towards providing cognitive neuroscientists with AI-based methodology for understanding neural responses both in space and time, without the need to design experiments with multiple subjects and trials. When highly accurate AI is designed, it will allow cognitive neuroscientists to simulate human responses rather than collect significant amounts of costly data.

The paper is organized as follows. In the next section, we review recent methods combining brain data and computational models, as well as related approaches to multimodal learning. In Sect. 3 we describe the core of our approach and review the specific framework used to learn a joint brain-visual embedding. Next we describe the methods to extract the most relevant visual information from the image and the brain activity patterns, as well as their interpretation (Sect. 4–6). Sect. 7 reports the achieved experimental results related to image classification and saliency detection, and shows the learned representations that mostly affect visual categorization. In the last section, the conclusion and future directions are presented.

## 2 Related Work

Our work most directly relates to the fields of EEG data classification, computational neuroscience for brain decoding, machine learning guided by brain activity and multimodal learning. The recent state of the art in these areas are briefly reviewed in this section.

### EEG data classification

In recent years, the deep learning–based approach to classification EEG data has grown in popularity (a comprehensive review can be found in [14]). Most of these methods propose a custom AI solutions used to categorize data in a BCI (Brain Computer Interface) application (e.g., motor imagery, speech imagery, emotion recognition, etc.) [15], [16], in clinical applications [17], [18] (e.g., epilepsy detection and prediction) or for monitoring cognitive functions [19], [20] (mental workload, engagement, fatigue, etc.). The above work focuses on the classification of a few categories (from binary classification to less than 10 classes), and none of them have the primary objective of understanding human visual processes (in space and time). Furthermore, most of the proposed models have been applied to single BCI paradigms, with very controlled stimuli. The obvious concern is that these methods may fail to generalize and their capabilities may collapse with small changes to the stimuli and task. EEGNet attempts to address this generalization problem [21]. To do so, the authors implement a compact convolutional neural network for EEG classification. The model employs depth-wise separable convolutions and can be applied to different EEG experiments, leading to good performance in several tasks: P300 visual-evoked potentials, error-related negativity responses (ERN), movement-related cortical potentials (MRCP), and sensory motor rhythms (SMR). Analogously, [22] proposes parameterized convolutional filters that learn relevant information at different frequency bands while targeting synchrony.

The EEG classification approach proposed in this paper aims to improve the architectural design concepts of [21], [22] by modelling more general spatio-temporal features of neural responses with a goal of supporting cognitive neuroscience studies to improve the interpretability of human neural data in time and space.

### Computational neuroscience for decoding brain representations

Decoding brain representations has been a long sought objective and it still is a great challenge of our times. In particular, cognitive neuroscience works have made great progress in understanding neural representations originating in the primary visual cortex (V1). Indeed, it is known that the primary visual cortex is a retinotopically organized series of oriented edge and color detectors [23] that feed-forward into neural regions focused on more complex shapes and feature dimensions, which operate over larger receptive fields in areas V4 [24], before finally arriving at object and category representations in the inferior temporal (IT) cortex [25]. Neuroimaging methods, such as fMRI, MEG, and EEG, have been crucial for these findings. However, to recreate human level neural representations that fully represent our visual processes would require precisely monitoring the activity of every neuron in the brain simultaneously. Although these methods are clearly incapable of accomplishing this lofty goal, they contain enough information to accurately reconstruct many visual experiences [26]. To that end, brain representation decoding has recently examined the correlation between neural activity data and computational models [1], [2]. However, these approaches mainly perform simple correlations between deep learned representations and neuroimaging data and, according to the obtained outcomes, draw conclusions about brain representations, which is too simplistic from our point of view. Indeed, the core point of our idea is that understanding the human visual system will come as a result of training automated models to maximize signal correlation between brain activity and the evoking stimuli, not as a pure analysis of brain activity data. In addition, while most of the methods attempt to decode brain representations using brain images from high spatial resolution fMRI, our work is the first one to employ EEG data that, despite being lower spatial resolution, has higher temporal resolution, which
makes it more suitable to decode fast brain processes like those involved in the visual pathway. Additionally, unlike fMRI, EEG is portable, ambulatory, and can even be used wirelessly, traits that would improve any BCI.

**Machine learning guided by brain activity.** The intersection and overlap between machine learning and cognitive neuroscience has increased significantly in recent years. Deep learning methods are used, for instance, for neural response prediction [27], [28], [29], and, in turn, biologically-inspired mechanisms such as coding theory [11], working memory [30] and attention [31], [32] are increasingly being adopted. However, to date, human cognitive abilities still seem too complex to be understood computationally, and a data-driven approach for “reverse-engineering” the human mind might be the best way to inform and advance artificial intelligence [33]. Under this scenario, recent studies have employed neural activity data to constrain model training. For example, in our recent work [3], we mapped visual features learned by a deep feed-forward model to brain-features learned directly from EEG data to perform automated visual classification. The authors of [34] employed fMRI data to bias the output of a machine learning algorithm and push it to exploit representations found in visual cortex. This work resembles one of the first methods relying on brain activity data to perform visual categorization [35], with the distinction that the former, i.e., [34], explicitly utilizes neural activity to weigh the training process (similarly to [36]), while the latter, i.e. [35], proposes a kernel alignment algorithm to fuse the decision of a visual classifier with brain data.

In this paper, we propose a deeper interconnection between the two fields: instead of using neural data as a signal to weigh computationally-learned representations, we learn a mapping between images and the corresponding neural activity, so that visual patterns are related in a one-to-one fashion to neural processes. This mapping, as we demonstrate in the experimental results, may reveal much more information about brain representations and be able to guide the training process in a more intrinsic and comprehensive way. Thus, our approach is not just a hybrid machine learning method that is inspired or constrained by neural data, but a method that implicitly finds similarities between computational representations, visual patterns and brain representations, and uses them to perform visual tasks.

**Multimodal learning.** Our research utilizes multimodal learning. We exploit the fact that real-world information comes from multiple modalities, each carrying different — yet equally useful — content for building intelligent systems. Multimodal learning methods [37], [38], [39], in particular, attempt to learn embeddings by finding a joint representation that encodes the real-world features of the stimulus across multiple modalities to create a common concept of the input data. An effective joint representation must preserve both intra-modality similarity (e.g., two similar images should have close vector representations in the joint space; likewise, two equivalent text descriptions should have similar representations as well) and inter-modality similarity (e.g., an image and a piece of text describing the content of that image should be closer in the joint space than an image and an unrelated piece of text). Following this property, most methods find correspondences between visual data and text [39], [40], [41], [42] or audio [43], [44], [45], [46] to support either discriminative tasks (e.g., classification) or prediction of one modality conditioned on another (e.g., image synthesis or retrieval). For the former type of methods, captions and tags have been used to improve accuracy of both shallow and deep classifiers [42], [47]. Analogously, [44] used audio to supervise visual representations; [45], [46] used vision to supervise audio representations; [48] used sound and vision to jointly supervise each other; and [43] investigated how to separate and localize multiple sounds in videos by analyzing motion and semantic cues. Other works, have instead focused on predicting missing data in one modality from the other modality, for example, generate text descriptions from images and vice versa [49], [50], [51], [52], [53]. Reed et al. in [52] propose a joint representation space to condition generative adversarial networks (GANs) for synthesizing images from text descriptions. Similarly, Mansimov et al. [53] synthesized images from text captions using a variational autoencoder. In our recent paper [54], we used an embedding learned from brain signals to synthesize images both using GANs and variational autoencoders in a brain-to-image effort.

In this paper, our approach is inspired by the methods that learn a shared multimodal representation, with several crucial differences. First, one of the modalities we utilize is brain activity data (EEG), which is almost certainly noisier than then text/audio. This makes it much harder to discover relationships between the visual and brain modalities. In this sense, our approach is intended to improve prediction accuracy and to act as a knowledge discovery tool to uncover brain processes. Thus, our main objective is to learn a reliable joint representation and explore the learned space to find correspondences between visual and brain features that can uncover brain representations; these, in turn, can be employed to build better deep learning models.

In addition, the proposed deep multimodal network, consisting of two encoders (one per modality), is trained in a siamese configuration and employs a loss function enforcing the learned embedding to be representative of intra-class differences between samples, and not just of the inter-class discriminative features (as done, for instance, in [52]).

### 3 Multimodal Learning of Visual-brain Features

Neural activity (recorded by EEG) and visual data have very different structures, and finding a common representation is not trivial. Previous approaches [3] have attempted to find such representations by training individual models: for example, by first learning brain representations by training a recurrent classifier on EEG signals, and then training a CNN to regress the visual features to brain features for corresponding EEG/image pairs. While this provides useful representations, the utility of the learned features is strongly tied to the proxy task employed to compute the initial representation (e.g., image classification), and focuses more...
encoders, and maximize a measure of similarity between the embedding between EEG signals and images using deep neural networks for learning a structured joint embedding of each input representation. To this aim, we learn to map neural activity signals and images to a common space such that each neural (EEG) signal and image samples are represented by a feature vector in a joint space of the same dimension.

Fig. 1: Siamese network for learning a joint brain-image representation. The idea is to learn a space by maximizing a compatibility function between two embeddings of each input representation. Given a positive match between an image and the related EEG from one subject, and a negative match between the same EEG and a different image, the network is trained to ensure a closer similarity (higher compatibility) between related EEG/image pairs than unrelated ones.

on learning class-discriminative features than on finding relations between EEG and visual patterns.

Hence, we argue that any transformations from human neural signals and images to a common space should be learned jointly by maximizing the similarity between the embeddings of each input representation. To this aim, we define a siamese network for learning a structured joint embedding between EEG signals and images using deep encoders, and maximize a measure of similarity between the two modalities. The architecture of our model is shown in Fig. 1.

More formally, let \( D = \{e_i, v_i\}_{i=1}^{N} \) be a dataset of neural signal samples and images, such that each neural (EEG) sample \( e_i \) is recorded on a human subject in response to viewing image \( v_i \). Ideally, latent information content should be shared by \( e_i \) and \( v_i \). Also, let \( E \) be the space of EEG signal samples and \( V \) the space of images. The objective of our method is to train two encoders that respectively map neural responses and images to a common space \( J \), namely \( \varphi: E \to J \) and \( \theta: V \to J \).

In other approaches for structured learning (e.g. [52]), the training of the encoders is proxied as a classification problem based on the definition of a compatibility function \( F: E \times V \to \mathbb{R} \), that computes a similarity measure as the dot product between the respective embeddings of an EEG/image pair:

\[
F(e, v) = \varphi(e)^T \theta(v) .
\] (1)

While we employ the same modeling framework, we formulate the problem as an embedding task whose only objective is to maximize similarity between corresponding pairs, without implicitly performing classification, as this would take us back to the limitation of [3], i.e., learning representations tied to the classification task.

In order to abstract the learning process from any specific task, we train our siamese network with a triplet loss aimed at mapping the representations of matching EEGs and images to nearby points in the joint space, while pushing apart mismatched representations. We can then stick to the structured formulation of the compatibility function in Eq. 1 by employing \( F \) directly for triplet loss computation. Thus, given two pairs of EEG/image \((e_1, v_1)\) and \((e_2, v_2)\), we consider \( e_1 \) as the anchor item, \( v_1 \) as the positive item and \( v_2 \) as the negative item. Using compatibility \( F \) (which is a similarity measure rather than a distance metric, as is more commonly used in triplet loss formulations), the loss function employed to train the encoders becomes:

\[
L(e_1, v_1, v_2) = \max \{0, F(e_1, v_2) - F(e_1, v_1)\} .
\] (2)

This equation assigns a zero loss only when compatibility is larger for \((e_1, v_1)\) than for \((e_1, v_2)\). Note that class labels are not used anywhere in the equation. This makes sure that the resulting embedding does not just associate class-discriminative vectors to EEG and images, but tries to extract more comprehensive patterns that explain the relations between the two data modalities. Also, there is no margin term in Eq. 2, as would be typical in hinge loss formulations of a triplet loss. This is due to \((e_1, v_1)\) and \((e_2, v_2)\) possibly being members of the same visual class, and forcing a minimum distance between the same-class items is not strictly needed: as long as the learned representation assigns a larger compatibility to matching EEG/image pairs and learns general and meaningful patterns, class separability would still be implicitly achieved.

In the next subsection we present the architectures of the EEG encoder \( \varphi \) and the image encoder \( \theta \).

3.1 Encoders’ architectures

EEG encoder \( \varphi(\cdot) \), which maps neural activity signals to the joint space \( J \), is a convolutional network, dubbed EEG-ChannelNet and shown in Fig. 2, with a temporal block, a spatial block and a residual block, which process different dimensions of the input signal in different steps following a hierarchical approach.

The temporal block first processes the input signal along the temporal dimension, by applying 1D convolutions to each channel independently, with the twofold purpose of extracting significant features and reducing the size of the input signal. In order to be able to capture patterns at multiple temporal scales, the temporal block internally includes a set of 1D convolutions with different kernel dilation values [55], whose output maps are then concatenated. The role of the temporal block is to extract information representing significant temporal patterns within each channel.
The following spatial block aims instead at finding correlations between different channels at corresponding time intervals, by applying 1D convolutions over the channel dimension. To clarify this aspect, note that an input EEG signal of size $C \times L$ (with $C$ being the number of channels, and $L$ the temporal length) will be transformed by the temporal block into a tensor of size $F \times C \times L_T$, with $F$ being the number of concatenated feature maps and $L_T$ being the “new” temporal dimension, after the application of the 1D convolution. Each element of this tensor will not temporally correspond to a single sample in the original signal, but it will “cover” a specific temporal receptive field, depending on the kernel size and dilation. The spatial block, then, operates on the feature and channel dimensions across each element in the $L_T$ dimension, with the objective of analyzing spatial correlations at corresponding times (on multiple scales). Similar to the temporal block, the spatial block also consists of multiple 1D convolutional layers whose outputs are concatenated. In this case, the channel dimension is sorted so that “rows” of channels (according to the 10-20 layout depicted in Fig. 5) are appended consecutively in the signal matrix; then, each spatial 1D convolution operates with different kernel sizes. All convolutional layers in the temporal and spatial blocks are followed by batch normalization and ReLU activations. Once the model has worked independently on the temporal and spatial dimensions, the final residual block, consisting of a set of residual layers [56], performs 2D convolution on the spatio-temporal representation to find more complex relations and representations from the signal. Each residual layer performs two convolutions (with batch normalization and ReLU activation) before summing the input to the residual. The output is then provided to a final convolutional layer followed by a fully-connected layer, having the same size as the joint embedding dimensionality.

The proposed encoder is first tested for EEG classification, by suitably adding a softmax layer after the fully connected one, in order to understand its capabilities to decode visual information from neural data (see Sect. 7.3). Afterwards, the encoder is trained using the siamese schema presented earlier.

Visual encoder, $\theta(\cdot)$ maps, instead, images to the joint space $J$ through convolutional neural networks. We use a pre-trained CNN to extract visual features and feed them to a linear layer for mapping to the joint embedding space. Differently from [52], we learn the compatibility function in an end-to-end fashion, also by fine-tuning the image encoder, in order to better identify low- and middle-level visual-brain representations, which — suitably decoded — may provide hints on what information is used by humans when analyzing visual scenes.

4 IMAGE CLASSIFICATION AND SALIENCY DETECTION

Our siamese network learns visual and EEG embeddings in order to maximize the similarities between images and related neural activities. We can leverage the learned manifold for performing visual tasks. In cognitive neuroscience there is converging evidence that: a) brain activity recordings contain information about visual object categories (as also demonstrated in [3]) and b) attention influences the processing of visual information even in the earliest areas of the primate visual cortex [57]. In particular, bottom-up sensory information and top-down attention mechanisms seem to fuse in an integrated saliency map, which in turn, distributes across the visual cortex. Thus, EEG recordings in response to visual stimuli should encode both visual class and saliency information. However, for image classification we can simply use the trained encoders as feature extractors for a

---

Fig. 2: Detailed EEG-ChannelNet Architecture. The EEG signal is first processed by a bank of concatenated 1D convolutions over channels (temporal block), followed by a bank of concatenated 1D convolutions across channels (spatial block). The resulting features are then processed by a cascade of residual layers, followed by a final convolution and a fully-connected layer projecting to the joint embedding dimensionality.
subsequent classification layer (see performance evaluation in Sect. 7), whereas for saliency detection we designed a 
**multiscale suppression-based** approach, inspired by the meth-
ods identifying pixels relevant to CNN neuron activations (e.g., [58]), that analyzes fluctuations in the compatibility measure \( F(1) \). The idea is based on measuring how brain-
visual compatibility varies as image patches are suppressed 
at multiple scales. Indeed, the most important features in an 
image are those that, when inhibited in an image, lead to the 
largest drop in compatibility score (computed by feeding an 
EEG/image pair to the siamese network proposed in the 
previous section) with respect to the corresponding neural 
activity signal. Thus, we employ compatibility variations 
at multiple scales for **saliency detection**. Note that, for this 
approach to work, the EEG encoder must have learned to 
identify patterns related to specific visual features in the 
observed image, so that the absence of those features reflects 
on smaller similarity scores on the joint embedding space.

The saliency detection method is illustrated in Fig. 3 
and can be formalized as follows. Let \((e, v)\) be an 
EEG/image pair, with compatibility \( F(e, v) \). The saliency 
value \( S(x, y, \sigma, e, v) \) at pixel \((x, y)\) and scale \( \sigma \) is obtained by 
removing the \( \sigma \times \sigma \) image region around \((x, y)\) and comput-
ing the difference between the original compatibility score 
and the one after suppressing that patch. More formally, if 
\( m_\sigma(x, y) \) is a binary mask where all pixels within the \( \sigma \times \sigma \) 
window around \((x, y)\) are set to zero, we have:

\[
S(x, y, \sigma, e, v) = F(e, v) - F(e, m_\sigma(x, y) \odot v) ,
\]

where \( \odot \) denotes element-wise multiplication (Hadamard 
product). For multiple scale values, we set the overall 
saliency value for pixel \((x, y)\) to the normalized sum of (per 
scale) saliency scores:

\[
S(x, y, e, v) = \sum_\sigma S(x, y, \sigma, e, v) .
\]

Normalization is then performed on an image-by-image 
basis for visualization.

**5 Visual-related brain processes**

While the saliency detection approach studies how alter-
ations in images reflect on compatibility scores, it is even 
more interesting to analyze how neural patterns act on 
the learned representations. Indeed, following the principle 
that large variations in compatibility can be found when 
the most important visual features are masked, we may 
similarly expect compatibility to drop when we remove 
“important” (from a visual feature–matching point of view) 
components from neural activity signals. Performing this 
analysis traditionally requires a combination of **a priori** 
knowledge on brain signal patterns and manual analysis: for 
example, it is common to investigate the effect of provided 
stimuli while monitoring the emergence of event-related 
potentials (ERPs) known to be associated to specific brain 
processes. Of course, posing the problem in this way still 
requires that the processes under observation be at least partially 
known, which makes it complicated to automatically 
detect previously-unknown signal patterns.

Instead, the joint representation makes it easy to corre-
late brain signals with visual stimuli by analyzing how 
compatibility varies in response to targeted modifications 
of the inputs. Thus, similar to saliency detection, we can 
identify the spatial components in brain activity that convey 
visual information.

As mentioned in Sect. 2, object recognition in humans 
is performed by a multi-level aggregation of shape and 
feature information across cortical regions, resulting in a 
distributed representation that can easily adapt to a wide 
variety of tasks on the received stimuli. For these reasons, 
understanding how this distributed representation is spa-
tially localized over the brain cortex is a fundamental step 
towards a successful emulation of the human visual system. 
In order to evaluate the importance of each EEG channel 
(and corresponding brain area), we employ the learned joint 
embedding space to “filter” (the exact procedure is defined 
below) that channel from the EEG signal and measure the 
corresponding change in compatibility between images and 
filtered signals.

The importance of each channel for a single EEG/image 
pair can be measured by computing the difference between 
the pair’s compatibility score and the compatibility obtained 
when suppressing that channel from the EEG signal. Ideally, 
given a generic EEG/image pair \((e, v)\), and indicating with 
\( e \rightarrow c \) a transformation of \( e \) such that information on channel 
\( c \) is suppressed, we could define the **importance** of channel 
\( c \) for the \((e, v)\) pair as:

\[
I(e, v, c) = F(e, v) - F(e \rightarrow c, v) .
\]

The intuition behind this formulation is that the suppression 
of a channel that conveys unnecessary information (at least,
from the point of view of the representation learned by the EEG encoder) should result in a small difference in the compatibility score; analogously, if a channel contains important information that match brain activity data to visual data, compatibility should drop when that channel is suppressed.

In practice, finding a single ideal replacement of channel \( c \) to compute \( e_{-c} \) is hard, since different substitutions yield varying compatibility scores. However, we found that averaging compatibility differences over a large number of random replacements of the \( c \) channel gives stable results: hence, we modify Eq. 5 to compute the importance score as the expected value of the difference in compatibility when replacing channel \( c \) with sequences of random Gaussian samples, low-pass filtered at 100 Hz and distributed according to the original channel’s estimated statistics (mean and variance).

More formally, if EEG signal \( e \) is represented as a matrix with one channel per row:

\[
e = \begin{pmatrix}
e_1 \\
e_2 \\
\vdots \\
e_c \\
\vdots \\
e_n
\end{pmatrix},
\]

we compute \( I(e, v, c) \) as:

\[
I(e, v, c) = F(e, v) - \mathbb{E} \left[ F \left( H \left( \mathcal{N} \left( \mu_c, \sigma_c^2 \right)_{L \times 1} \right), v \right) \right],
\]

where \( \mu_c \) and \( \sigma_c^2 \) are the sample mean and variance for channel \( c \), \( L \) is the EEG temporal length, \( \mathcal{N} \left( \mu_c, \sigma_c^2 \right)_{N \times M} \) is an \( N \times M \) matrix sampled from the specified distribution, and \( H \) is a low-pass filter at 100 Hz.

Finally, since channel importance scores computed over single EEG/image pairs may not be significant by themselves to draw general conclusions, we extend the definition of channel importance over multiple data samples:

\[
I(c) = \mathbb{E}_{(e,v)} \left[ I(e, v, c) \right],
\]

where the expectation is computed over all dataset samples (or a subset thereof, e.g. when grouping by class).

### 6 Decoding brain representations

Each of the previous approaches investigated the effect of altering either the brain activity signals or the image content, but they are limited in that the differential analysis they provide is carried out in only one modality: we can identify the visual features that impact the similarity between two corresponding encodings the most, or we can identify the spatial patterns in brain activity that are more relevant to the learned representation. However, we still do not know which visual features give rise to which brain responses, i.e. neural generators. To fill this gap, we propose an additional modality for interpreting compatibility differences, by employing the learned manifold to carry out an analysis of the EEG channels — and, therefore, the corresponding brain regions — that are most solicited in the detection of visual characteristics at different scales, from edges to textures to objects and visual concepts. To carry out this analysis, we evaluate the differences in compatibility scores computed when specific feature maps in the image encoder are removed, and map the corresponding features to the EEG channels that appear to be least active (compatibility-wise) when those features were removed. In practice, given EEG/image pair \((e, v)\), let us define \( F(e, v_{-l,f}) \) as the value of the compatibility function computed by suppressing the \( f \)-th feature map at the \( l \)-th layer of the image encoder. According to Eq. 7, given EEG/image pair \((e, v)\), the importance of channel \( c \) computed when a certain layer’s feature is removed is:

\[
I(e, v_{-l,f}, c) = F(e, v_{-l,f}) - \mathbb{E} \left[ F \left( H \left( \mathcal{N} \left( \mu_c, \sigma_c^2 \right)_{L \times 1} \right), v_{-l,f} \right) \right],
\]

We then define the association between feature \((l, f)\) and channel \( c \) for a pair \((e, v)\) as follows:

\[
A(e, v, c, l, f) = I(e, v_{-l,f}, c) - I(e, v, c),
\]

We consider channel \( c \) and feature \((l, f)\) “associated” if, after removing the intrinsic importance score for that channel for a given \((e, v)\) pair, the variation in compatibility for channel \( c \) does not vary when that feature is removed, which would mean no visual component in the encoded representation is left unmatched.

We can estimate the association between channel \( c \) and layer \( l \) by averaging over all features in that layer:

\[
A(e, v, c, l) = \mathbb{E}_f \left[ A(e, v, c, l, f) \right].
\]

The resulting score provides an interesting indication of how much the features computed at a certain layer in a computational model resemble the features processed by the brain in specific scalp locations.

Finally, as for the channel importance score, we can compute general association scores by averaging over the entire dataset:

\[
A(c, l) = \mathbb{E}_{(e,v)} \left[ A(e, v, c, l) \right].
\]

### 7 Experiments and applications

Before we apply our joint learning strategy, we first tested the EEG classification accuracy of the EEG-ChannelNet model (described in Sect. 7.2) on the brain-visual dataset. The objective of this stage is to investigate the extent to which EEG data encodes visual information, along with the nature and importance of EEG temporal and spectral
Lastly, we hope to provide a baseline for the subsequent investigations. We then evaluate the quality and meaningfulness of the joint encoding learned by our model. The main objective is to assess the correspondence of visual and neural content in the shared representation:

- **Brain signal/image classification**: we evaluate if and how the learned neuro-visual manifold is representative of the two input modalities by assessing their capabilities to support classification tasks (i.e., brain signal classification, and image classification). We additionally compare the obtained results to the same models trained in a traditional supervised classification tasks.

- **Visual saliency detection from neural activity/image compatibility variations**: the similarity of the mapped neural signals and images should be based on the most salient features in each image, as described in Sect. 4. This evaluation, therefore, assesses the performance of our brain-based saliency detection and compares it to the state of the art methods.

- **Localizing neural processes related to visual content**: this experiment identifies neural locations (as indicated by learned EEG scalp activity), related to specific image patches by using the method described in Sect. 5. By combining the results of this analysis with the saliency detection results, we obtain the first ever retinotopic saliency map created by training an artificial model with salient visual features correlated with neural activity.

- **Correlating deep learned representations with brain activity**: by analyzing the learned visual and neural patterns, we identify the most influential learned visual features (kernels) and how they correlate with neural activity. The outcome of this evaluation indicates roughly what visual features are correlated with human visual representations. This is an important first step towards developing a methodology to better uncover and emulate human brain mechanisms.

### 7.1 Brain-Visual Dataset

In order to test and validate our method we acquired EEG data from 6 subjects.

The recording protocol included 40 object classes with 50 images each, taken from the ImageNet dataset [59], giving a total of 2,000 images. Object classes were chosen according to the following criteria:

- The object classes should be known and recognizable by all the subjects with a single glance;
- The object classes should be conceptually distinct and distant from each other (e.g., dog and cat categories are a good choice, whereas German shepherd and Dalmatian are not);
- The images corresponding to an object class should occupy a large portion of the image, and background of the image should be minimally complex (e.g., no other salient or distracting objects in the image).

Visual stimuli were presented to the users in a block-based setting, with images of each class shown consecutively in a single sequence. Each image was shown for 0.5 seconds. A 10-second black screen (during which we kept recording EEG data) was presented between class blocks.

The collected dataset contains in total 11,964 segments (time intervals recording the response to each image); 36 have been excluded from the expected $6 \times 2,000 = 12,000$ segments due to low recording quality or subjects not looking at the screen, checked by using the eye movement data described in Sect. 7.5. Each EEG segment contains 128 channels, recorded for 0.5 seconds at a 1 kHz sampling rate, as a $128 \times L$ matrix, with $L \approx 500$ being the number of samples contained in each segment on each channel. The exact duration of each signal may vary, so we discarded the first 20 samples (20 ms) to reduce interference from the previous image and then cut the signal to a common length of 440 samples (to account for signals with $L < 500$).

All signals were initially frequency-filtered. In detail, we applied a second-order Butterworth bandpass filter between 5 Hz and 95 Hz and a notch filter at 50 Hz. The filtered signal is then z-scored — per channel — to obtain zero-centered values with unitary standard deviation. We use 95 Hz as high-frequency cut-off since frequencies above ~100 Hz rarely have the power to penetrate through the skull. An example of the power spectral density of a subject’s EEG recording after filtering is shown in Fig. 4.

Fig. 4: Power spectral density of a subject’s EEG recording, after 5-95 Hz band-pass filtering and notch filtering at 50 Hz.

EEG placement and a mapping to the brain cortices is shown in Fig. 5, where we also show the neural activity visualization scale employed in this paper. Activity heatmaps for an image/EEG pair are generated by applying Eq. 7 and 8 to estimate how much each channel affects the pair’s compatibility, then plotting normalized channel importance scores on a 2D map of the scalp (at the positions corresponding to the electrodes of the employed EEG cap), and applying a Gaussian filter for smoothing (using a kernel with standard deviation of 13 pixels, for a $400 \times 400$ map).

In order to replicate the training conditions employed in [3] and to make a fair comparison for brain signal classification, we use the same training, validation and test splits of the EEG dataset for the block-based design signals, consisting respectively of 1600 (80%), 200 (10%), 200 (10%) images with associated EEG signals, ensuring that all signals related to a given image belong to the same split.
Fig. 5: Mapping between EEG channels and brain cortices. (Left) EEG channel placement and corresponding brain cortices (background image source: Brain Products GmbH, Gilching, Germany). We use a 128-channel EEG, where each channel in the figure is identified by a prefix letter referring to brain cortex (Fp: frontal, T: temporal, C: central, P: parietal, O: occipital) and a number indicating the electrode. (Right) Neural activation visualization — top view of the scalp — employed in this paper. A detailed mapping between EEG channels and brain cortices can be found in [60].

7.2 Model implementation

In our implementation of the EEG encoder described in Sect. 3.1, we employ five convolutional layers in the temporal block, with increasing kernel dilation values (1, 2, 4, 8, 16), and four convolutional layers in the spatial block, with kernel sizes ranging from 128 (i.e., including all EEG channels) to 16, scaling down in powers of two. Note that in both cases, the convolutional layers do not process the input in cascade, but are applied in parallel and the corresponding outputs are concatenated along the feature dimension. On the contrary, the following residual block contains four sequential residual layers, that finally lead to a non-residual output concatenation dimensions.

Fig. 2 (bottom part) shows the details of the architecture in terms of layer parameters and feature map sizes. For an efficient implementation of the temporal and spatial 1D convolution, we treat the input EEG signal as a one-channel bidimensional “image” of size 1 (feature map) × 128 (channels) × 440 (time), and apply 2D convolutions with one dimension of the kernels equal to 1 (namely, 1 × K for temporal layers, and K × 1 for spatial layers). Finally, note that padding values were used in the temporal and spatial blocks so that the output of each layer has the same size concatenation dimensions.

7.3 EEG classification

Our first experiment is intended to assess whether the architecture employed for the EEG encoder is able to extract visual-related information from the EEG signals, and whether additional data post-processing (frequency filtering, temporal sub-sequencing) can affect performance. To this end, we trained the EEG encoder by itself to carry out visual classification from EEG signals, in the same fashion as [3]. Note, this serves as a validation procedure of the EEG encoder architecture and as a baseline comparison with other state of the art models. This does not serve as any sort of pre-training for the full joint-embedding of the EEG and image encoders, rather to demonstrate the EEG carries visual information.

To run this experiment, we append a softmax classification layer to the EEG-ChannelNet architecture (defined in Sect. 3.1 and shown in Figure 2), and train the whole model to estimate the visual class corresponding to each EEG signal. The model is trained for 100 epochs, using a mini-batch size of 16, employing the Adam optimizer with suggested hyperparameters (learning rate: 0.001, β1: 0.9, β2: 0.999), and a mini-batch size of 16. As classification accuracy we report the accuracy obtained on the test set at the training epoch when the maximum accuracy on the validation set was achieved, according to the splits defined in Sect. 7.1.

Additionally, we also report the results obtained when training on certain frequency sub-bands and when employing only portions of the original signals.

EEG signals contain several frequencies which are usually grouped into five bands: delta (0-4 Hz), theta (4-8 Hz), alpha (8-16 Hz), beta (16-32 Hz) and gamma (32 Hz to 95 Hz; this band can be further split into low- and high-frequency gamma with 55 Hz as cut-off). Gamma is believed to be responsible for cognitive processes, and high-frequency gamma (from 55 to 100 Hz) for short-term memory matching of recognized objects (working memory) and attention. Given that, our experimental design should elicit high gamma in participants. Thus, we also compute the performance when selecting only the above frequency bands: the results, given in Table 1, show that higher performance is achieved on high gamma frequencies, which is consistent with the cognitive neuroscience literature on attention, working memory and perceptual processes involved in visual tasks [61], [62], [63]. Given these results, all following evaluations are carried out by applying a 55-95 Hz band-pass filter.

We then evaluate performance when using the entire time course of the EEG signals and a set of temporal EEG sub-sequences (of size 220 ms, 330 ms, or 440 ms) to understand when the neural response results in the strongest classification performance. Note that the EEG encoder architecture described in Sect. 7.2 was not adapted for this evaluation: the convolutional portion of the model is unaffected by the reduced temporal length, which reflects only the input size to the fully-connected layer. Results are shown in Table 1.

<table>
<thead>
<tr>
<th>Band</th>
<th>Frequency - Hz</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta, alpha and beta</td>
<td>5-32</td>
<td>19.7%</td>
</tr>
<tr>
<td>Low frequency gamma</td>
<td>32-45</td>
<td>26.1%</td>
</tr>
<tr>
<td>High frequency gamma</td>
<td>55-95</td>
<td>48.1%</td>
</tr>
<tr>
<td>All gamma</td>
<td>32-95</td>
<td>40.0%</td>
</tr>
<tr>
<td>All frequencies</td>
<td>5-95</td>
<td>31.3%</td>
</tr>
</tbody>
</table>

TABLE 1: EEG classification accuracy using different EEG frequency bands. We discard the 45–55 frequencies because of the power line frequency at 50Hz.
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DC component was not removed, leaving the EEG drift that induced a bias in signals and, consequently, higher performance.

### 7.4 Siamese network training for classification

The previous section tested the EEG-ChannelNet architecture and compared it to the state of the art standard supervised EEG classification task. This showed that our method is capable of uncovering brain activity patterns, and demonstrated the frequency bands and temporal ranges that produce the highest classification accuracy. This provides a clear baseline to understand the contribution of our methods. In this section, we describe the training procedure for our siamese network and evaluate the quality of the learned joint embedding. In particular, we investigate a) what configurations of the two EEG and image encoders (defined in Sect. 3) provide the best trade-off between EEG and image classification, b) how conditioning the classifier for one modality over the other affects classification accuracy, and c) if augmenting the visual representation space with features derived from the brain leads to better performance than state-of-the-art methods that only use visual features.

We train our siamese network (the EEG and image encoders), by sampling a triplet \((e_i, v_i, v_j)\) of one EEG \(e_i\) and two images \((v_i, v_j)\), representing, the positive \((e_i, v_i)\) and negative \((e_i, v_j)\) samples. Similar to the pure classification experiment, we used an Adam optimization algorithm with hyperparameters for our contrastive loss, a mini-batch size of 16, and the number of training epochs was set to 100.

We also test different configurations of the image encoders to investigate whether the achieved results are independent of the underlying model. In particular, we employ different image classification backbones as feature extractors, namely, ResNet-101, DenseNet-161, Inception-v3, and AlexNet. All of these models are first pre-trained on the ImageNet dataset, and then fine-tuned during our siamese network training. We perform data augmentation by generating multiple crops for an image associated to a given EEG sample. In particular, we resize each image by a factor of 1.1 with respect to the image encoder’s expected input size \((299\times299\text{ for Inception-v3, } 224\times224\text{ for the others})\). We then extract ten crops from the four corners and the center of the input image, with corresponding horizontal flips.

Once training is completed, we use the trained EEG and image encoders as feature extractors in the joint embedding space, followed by a softmax layer, for both image and EEG classification. The classification tasks provide a way to assess the quality of our multimodal learning approach and allow us to identify the best encoders’ layouts, based on the accuracy of the validation set. The specific values for the number of convolutional layers, layer sizes, number of filters, manifold size are empirically derived to produce the best validation performance in our experiments.

Table 3 shows the obtained EEG and image classification accuracy for all the tested models. Note that all configurations benefit from the joint embedding learning, and achieve a classification accuracy on par or better than when training the EEG encoder alone in the standard supervised classification scenario.

Next, we test the impact of one modality on the other, i.e., the effect of jointly learning brain activity–derived features and visual features with respect to training single-modality models. We first compare the image classification performance obtained by the pre-trained image encoders alone and by the image encoders obtained after fine-tuning in Tab. 2, and show that when using shorter EEG segments, performance is lower than when we use the entire time course (20-460 ms). Additionally, leaving out the first 110 ms negatively affects the performance, suggesting that human perceptual processes tied to stimulus onset are critical for decoding image classes. Furthermore, adding the last 110 ms increases the performance by 5 percentage points (20-350 ms vs 20-460 ms), meaning that the later, more cognitive operations performs a further refinement of the learned features which enhances classification; this is also in line with the neurocognitive literature about experiments based on event-related potentials (ERP) [64]. The almost equal performance between 20-240 ms (39.4%) and 240-460 ms (38.9%) may suggest a balanced importance between an initial low-level visual feature extraction and a more cognitive aggregation into different abstraction levels (evidence of this processing can be found in the saliency detection analysis in Sect. 7.5).

Finally, we compare classification performance achieved by our EEG encoder and other state-of-the-art methods, namely [3], [21], [22], using high-frequency gamma band data, i.e., 55-95 Hz. EEG classification accuracy on the test split is given in Tab. 2 and shows that our approach reaches an average classification accuracy of 48.1%, outperforming previous methods, such as EEGNet, which enhances classification; this is also in line with the almost equal performance vs 20-460 ms), meaning that the later, more cognitive oper-

<table>
<thead>
<tr>
<th>EEG Time interval [ms]</th>
<th>EEG Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-240</td>
<td>39.4%</td>
</tr>
<tr>
<td>20-350</td>
<td>43.8%</td>
</tr>
<tr>
<td>20-460</td>
<td>48.1%</td>
</tr>
<tr>
<td>130-350</td>
<td>23.5%</td>
</tr>
<tr>
<td>130-460</td>
<td>26.3%</td>
</tr>
<tr>
<td>240-460</td>
<td>38.9%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>EEG Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>21.8%</td>
</tr>
<tr>
<td>[21]</td>
<td>31.9%</td>
</tr>
<tr>
<td>[22]</td>
<td>31.7%</td>
</tr>
</tbody>
</table>

TABLE 2: (Top) EEG classification accuracy using different EEG time intervals with data filtered in the [55-95] Hz band. (Bottom): Classification performance of state of the art methods using the whole EEG time course (i.e., 20-460 ms).

<table>
<thead>
<tr>
<th>Image encoder</th>
<th>EEG Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inception-v3</td>
<td>60.4%</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>50.3%</td>
</tr>
<tr>
<td>DenseNet-161</td>
<td>54.7%</td>
</tr>
<tr>
<td>AlexNet</td>
<td>46.2%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>EEG Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>21.8%</td>
</tr>
<tr>
<td>[21]</td>
<td>31.9%</td>
</tr>
<tr>
<td>[22]</td>
<td>31.7%</td>
</tr>
</tbody>
</table>

TABLE 3: EEG and image classification accuracy obtained using the joint-learning approach, for different layouts of the image encoders.
With our joint-embedding approach. Both our model and pre-trained visual encoders are used as feature extractors, followed by a softmax layer, and performance is computed on the test split of the employed visual dataset. Note that since the 40 target images classes are included in ImageNet, the pre-trained visual encoders were previously trained on them. Therefore, we simply perform fine-tuning with the joint embedding learning, i.e., the pre-trained visual encoders are trained to maximize the correlation between the visual and EEG content, rather than on classification performance. The results in Tab. 4 indicate that learning features that maximize EEG-visual correlation (as discussed in Sect. 3) leads to enhanced performance in all models. The largest increase occurred when AlexNet was the image encoder. This is likely due to the fact that the other models are complex enough to “saturate” the classification capacity (i.e. there is a ceiling effect), and suggests that the proposed approach might be useful for domain-specific tasks (e.g., medical imaging) that are particularly complex and/or where data may be limited.

Analogously, we compare the performance of the EEG signal classification accuracy to the EEG encoder described in Sect. 3 and the one obtained by our joint neural-visual learning. The results are given in Table 4 and show that the addition of visual features to the EEG classification improves performance by about 12 percentage points. Thus, the proposed joint learning scheme allows us to bring EEG classification from 48.1%, using state-of-the-art approaches (see Tab. 2), to 60.4%.

By comparing performance of the EEG and image classification in Tab. 4, it is important to note that the EEG classification benefits more from the use of both modalities than the image classification does. This is not surprising, given the high image only classification accuracy, and the noisy and mostly-unexplored nature of neural activity data. In this case, the integration of the more easily-classifiable visual features helps to “guide” the learning from the neural data to create more discriminative representations and to produce a better-performing model. Note, however, EEG classification relies on the features computed by the EEG encoder guided by the joint visual representation, rather than classifying the visual information itself (i.e. visual features are not employed during the EEG classification). Importantly, the addition of the EEG information improved performance the most when image classification was lower (i.e. classification accuracy was not yet at ceiling). This possibly suggests that when human classification accuracy is far higher than model classification accuracy, the neural data helps more.

### 7.5 Saliency detection

In the previous experiments, we demonstrated that the learned EEG/image embedding is able to encode enough visual information to perform both EEG and image classification. Now we investigate if and how the shared visual-brain space relates to visual saliency using the approach described in Sect. 4. We measured how compatibility between the trained encoders and various image patches changes. The values for the \( \sigma \) parameter in Eq. 3 are set to 3, 5, 9, 17, 33, and 65 pixels. Note that this evaluation does not require any additional training, and can be based on the same EEG and image encoders as described in Sect. 7.4. However, in order to avoid bias due to pre-trained encoders on the same dataset, the saliency experiments are carried out on re-trained versions of the models using a leave-one-out setup: for each visual class in our dataset, new EEG and image encoders are trained on the remaining 39 classes, using the same joint-embedding configuration described in Sect. 7.4. In this case, compatibility essentially measures how much a given image patch accounts for the joint representation. This serves as a measure of the importance of the given image patch; patches associated to large drops in compatibility must contribute more to the joint representation.

For this analysis, we used eye movement data recorded — through a 60-Hz Tobii T60 eye-tracker — on the same six subjects of above, at the same time of EEG data acquisition, i.e., while they were looking the 2,000 displayed images. We employed this data as saliency detection dataset and the images were divided into the same training, validation and test splits of the EEG classification experiment. As a baseline comparison, we used the pre-trained SALICON [65] and SalNet [66] models, fine-tuned on the dataset’s training data. In addition, to demonstrate that EEG indeed encodes visual saliency information and that the generated maps are not simply driven by the image encoder, we include an additional baseline by implementing an approach similar to the one described in Sect. 4. We used the pre-trained Inception-v3 visual classifier because it produces better classification performance (see Tab. 3). We then apply the same multi-scale patch-suppression method, however, in this case, the saliency score is not based on compatibility, but rather it is based on the log-likelihood variation for the image’s correct class. More formally, given image \( v \) and denoting with \( p(v) \) the log-likelihood of \( v \)’s correct class as estimated by a pre-trained Inception-v3 network, the saliency value \( S_{\text{classifier}}(x, y, \sigma, v) \) at pixel \((x, y)\) and scale \( \sigma \) is computed as:

\[
S_{\text{classifier}}(x, y, \sigma, v) = p(v) - p(m(\sigma(x, y) \odot v)),
\]

where \( m(\sigma(x, y) \odot v) \), as previously, is the result of the removal of the \( \sigma \times \sigma \) region around \((x, y)\). Also in this

<table>
<thead>
<tr>
<th>Image classification performance</th>
<th>Model</th>
<th>Visual Learning</th>
<th>Joint Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inception-v3</td>
<td>93.1%</td>
<td>94.4%</td>
<td></td>
</tr>
<tr>
<td>ResNet-101</td>
<td>90.3%</td>
<td>90.5%</td>
<td></td>
</tr>
<tr>
<td>DenseNet-161</td>
<td>91.4%</td>
<td>92.1%</td>
<td></td>
</tr>
<tr>
<td>AlexNet</td>
<td>65.5%</td>
<td>69.4%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EEG classification performance</th>
<th>EEG encoder</th>
<th>EEG Learning</th>
<th>Joint Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEG-ChannelNet</td>
<td>48.1%</td>
<td>60.4%</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 4:** Comparison of image and EEG classification performance when using only one modality (either image or EEG) relative to when we use the joint neural-visual features. For each model, we report the best performance according to Tab. 3. The reported EEG classification performance for our approach are achieved when training the image encoder using Inception-v3.
case, the computed saliency value at a certain location is the normalized sum over multiple scales.

Fig. 6 shows qualitatively the saliency maps obtained by our approach, relative to the state-of-the-art saliency detectors [65], [66] and our baseline. We also quantitatively assess the accuracy of the maps generated by our joint-embedding-driven saliency detector by computing the metrics defined by [67] — shuffled area under curve (s-AUC), normalized scanpath saliency (NSS) and correlation coefficient (CC) scores. Tab. 5 reports the results achieved by our saliency detection method, showing a) that our method outperforms the baseline saliency detectors and b) the contribution of the joint neural/visual features improving performance w.r.t. visual features alone. Importantly, this suggests that our joint embedding method accounts for more of the regions that human subjects fixate during free viewing (i.e. empirically derived saliency) than any other tested saliency methods or visual classification alone. It is also interesting to note that the metric for which our method yields the largest improvement is NSS, which is the most relevant to the nature of EEG signals, being related to the gaze fixation scan path and thus measuring a temporal aspect of saliency.

To understand how saliency evolves over time, we additionally evaluate the importance of different temporal subsamples of the EEG signal on the saliency maps. This is similar to the procedure that was done in Sect. 7.3. Fig. 7 shows that we tested saliency across a variety of time ranges (20–240 ms, 130–350 ms and 240–460 ms). Over time, subjects appear to focus on different parts of the image. Interestingly, early on visual attention seems to be more controlled by visual features such as color contrast and edges, while later times show that attention tends to be oriented moreso towards the context or object category (i.e., the object of most interest to the observer). This matches theories of visual attention in humans, i.e. early on, attention is dominated by an early bottom-up unconscious process driven by basic visual features such as color, luminance, orientation, and edge detection; whereas later on, attention is driven by top-down process, which bias the observer towards regions that demonstrate context and consciously attract attention due to task demands [68]. Furthermore, saliency changing over time shows that humans also pay attention to basic visual features as well as context. This is consistent with the idea that object categorization in humans is based on a combination of object and context features [69]. Finally, Fig. 8 indicates that the the saliency derived using both brain and visual features is not strictly connected to the features necessary for visual recognition. For example, in the first row of Fig. 8, the ImageNet class is “mobile phone” but the derived saliency focuses more on the baby (and in the employed image dataset there is no face/person class). This holds for all the reported examples.

7.6 Decoding Brain Representations

The objective of this analysis is to approximate the spatial distribution of the cortex-level representations: indeed, while the hierarchical multi-stage architecture of the human visual pathway is known, the representations generated at each stage are poorly understood. In these experiments, we performed a coarse analysis on the global interaction between neural activity and images, and a fine analysis on the interaction between neural activity and the deep-learned visual features. This procedure allows us to identify which neural areas (scalp regions) are the most informative. Whereas the underlying cortex cannot be precisely isolated with EEG alone, this procedure points to the temporal and spatial components of the joint representation that are sensitive to relevant to visual cues. Of course, this analysis is purely qualitative, since no “correct” or unequivocal answer is available. Nevertheless, we believe that it is important to verify that the generated representations are intuitively meaningful and consistent with what can be expected from the neurocognitive point of view.

<table>
<thead>
<tr>
<th>Method</th>
<th>s-AUC</th>
<th>NSS</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SalNet</td>
<td>0.637</td>
<td>0.618</td>
<td>0.271</td>
</tr>
<tr>
<td>SALICON</td>
<td>0.678</td>
<td>0.728</td>
<td>0.348</td>
</tr>
<tr>
<td>Visual classifier–driven detector</td>
<td>0.532</td>
<td>0.495</td>
<td>0.173</td>
</tr>
<tr>
<td>Our neural-driven detector</td>
<td>0.643</td>
<td>0.942</td>
<td>0.357</td>
</tr>
<tr>
<td>Human Baseline</td>
<td>0.939</td>
<td>3.042</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 5: Saliency performance comparison in terms of shuffled area under curve (s-AUC), normalized scanpath saliency (NSS) and correlation coefficient (CC) between our compatibility-driven saliency detector and baseline models. We also report the human baseline, i.e., the scores computed using the ground truth maps. Since we adopt a leave-out-one setup the reported values for our approach are averaged over all the 40 experiments.
7.6.1 Global analysis of the cortical-visual representations

In this experiment we aim to identify high-level correlations between EEG channels and visual content, by applying Eq. 5, which assesses how average compatibility changes when each EEG channel is suppressed. Fig. 9 shows some examples of the mean activation maps per object class. These were obtained by averaging channel importance scores over all images for each class. To show the relationship between the temporal and spatial activation of EEG, Fig. 10 shows the average activation map over all classes, by evaluating channel importance when restricting the EEG signal to specific time intervals.

From these results, some interesting conclusions can be drawn: 1) All visual classes rely heavily on early visual areas including V1 cortex — known to be responsible for early visual processing [26] — and this region is important in all tested time windows; 2) The average activation maps over time clearly show that the process starts in early visual areas and then flows to the frontal regions (responsible of higher cognitive functions) and temporal regions (responsible for visual categorization [10]); 3) The pattern of activation changes with the visual content; e.g., the “piano” or the “electric guitar” visual class, activates scalp regions closer to auditory cortex (left-most and right-most areas of the scalp), and this is in line with evidence that the sensation of sounds is often associated with sight [70].

7.6.2 Extracting neural representations from the cortical-visual data over time

The goal of this final analysis is to probe the various DCNN layers and relate them to the joint EEG/visual data, over time and over scalp location, to examine the low- and middle-level visual representations responsible for the given neural activation. To accomplish this task, we employ the learned compatibility measure to find mutual correspondence between the deep features and the scalp region generating the activity. Using the association score defined in Sect. 6 (Eq. 12), we investigate the neural encoding of the visual information by deriving neural activation maps that maximally respond to the deep-learned visual features. Fig. 11 shows the activation maps of the association scores related to specific layers of our best-performing image encoder as per Tab. 3. This analysis employs a pre-trained Inception network fine-tuned on our brain/image dataset during encoder training. To show the complexity of the features learned at each level, we show a few examples obtained by performing activation maximization [71] on a subset of features for each layer. For each feature/neural association, we also measure the relative contribution to brain activity by different temporal portions of the EEG, by feeding each interval to the EEG encoder (as described in the previous section) when applying Eq. 12. In this case, unlike the representations in Fig. 10, we are not interested in the differences in activation between cortical regions. Therefore,
we compute the average unnormalized association scores over all channels, and use that as the measure of how associated each layer’s features are with each portion of the EEG activation. By using all of this information, we are able to probe the underlying neural representations, the spatial location on the scalp that relate to the representation and their timing. The results suggest that hierarchical representations in DCNNs tightly correlate with the hierarchical processing stages in the human visual pathway. In particular, at the lowest layer, simple texture and color features are generated and they correspond with early visual areas near V1. Moving to deeper layers in the DCNN, we see that the activation propagates from early visual areas to temporal regions and then back to the early visual regions. Moreover, more complex features (at higher layers) are influenced by the activity occurring later in time. Whereas early visual areas, known to encode basic visual features, correspond to the early DCNN layers, which also encode simple visual features, later layers, which produce more complex class-level representations, seem to correspond to later EEG time windows. The timing of the EEG activity and the associated DCNN layers are in line with the known hierarchical object processing stream in the cognitive neuroscience literature. This consistency suggests that we have produced reliable approximations of human brain representations. It is interesting to note that we observe a consistent drop in the relationship between the joint EEG activation and DCNN layers in the 100-200 ms time window. Importantly, the end of this time window corresponds to the well-established transition from (primarily) perceptual processing to (primarily) higher order, cognitive and recurrent processing [64]. This suggests a logical relationship to known human neural processing. Alternatively, this could originate from the relocation of visual cognitive processes to deeper cortical areas that are less detectable via EEG, followed by feedback activity to the initial regions in the visual pathway. Clearly, future work will need to explore these interesting possibilities further, since a comprehensive neurological interpretation is outside of the scope of this paper.

8 Conclusion

In this work, we present a multi-modal approach to learn a joint feature space for images and EEG signals recorded while users look at pictures on a screen. We trained two encoders in a siamese configuration and maximize the compatibility score between the corresponding images and EEGs. The learned embeddings make the representation useful to perform several computer vision tasks, supervised by brain activity. Our experiments show the neural activity can be reliably used to drive the development of image classification and saliency detection methods. In addition to advancing the work related to brain-guided image classification [3], our approach provides a way to extract neural representation from EEG data and to map it to the most important/salient visual features.

While drawing general cognitive neuroscience conclusions from these findings is not the main goal of this work, given also the small scale of the cognitive experiment, we propose an AI-based strategy that seems to produce reliable approximations of brain representations and their corresponding scalp activity, by jointly learning a model that maximizes the correlation between neural activity and visual images. The natural extension of this work in the future is to further investigate these associations, with the objective of finding a finer correspondence between EEG signals and visual patterns — e.g., by identifying different responses in the brain activity corresponding to specific objects, patterns, or categories of varying specificity. We believe that a joint research effort combining artificial intelligence (through the development of more sophisticated methods) and neuroscience (through more tailored and large scale experiments) is necessary to advance both fields, by studying how brain
Fig. 11: Brain activity associated with specific visual representations extracted from the DCNN layers. Each row shows a set of feature maps (manually picked for interpretability and visualized through activation maximization) from a specific layer in the image encoder, the neural activity areas with the highest association to the layer’s features, and the contribution that different time ranges in the EEG signal give rise to association scores. It can be noted that, as feature complexity increases, the activated brain regions move from the V1 visual cortex (occipital region) to the IT cortex (temporal region); moreover, the initial temporal portions of EEG signals seem to be more related to simpler features, while there is a stronger association between more complex features and later temporal dynamics.

processes relate to artificial model structures and, in turn, using the uncovered neural dynamics to propose novel neural architectures to make computational models more closely approximate human perceptual and cognitive performance.
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